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Abstract Let H be a real Hilbert space. Let F :D(F) ⊆ H → H, K : D(K ) ⊆ H → H
be bounded and continuous mappings where D(F) and D(K ) are closed convex subsets of
H . We introduce and consider the following system of variational inequalities: find [u∗, v∗] ∈
D(F)× D(K ) such that

{ 〈Fu∗ − v∗, x − u∗〉 ≥ 0, x ∈ D(F),
〈Kv∗ + u∗, y − v∗〉 ≥ 0, y ∈ D(K ).

This system of variational inequalities is closely related to a pseudomonotone variational
inequality. The well-known projection method is extended to develop a mixed projection
method for solving this system of variational inequalities. No invertibility assumption is
imposed on F and K . The operators K and F also need not be defined on compact subsets
of H .

Keywords Hilbert space · Variational inequality · Pseudomonotonicity · Mixed projection
method

Mathematics Subject Classification (2000) 49J30 · 47H10 · 47H17

1 Introductions and preliminaries

Let H be a real Hilbert space with norm and inner product denoted by ‖ · ‖ and 〈·, ·〉, respec-
tively. Let F : D(F) ⊆ H → H be a nonlinear operator, where the domain of F is a
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nonempty closed convex subset of H . The classical variational inequality problem is to find
x∗ ∈ D(F) such that

〈Fx∗, x − x∗〉 ≥ 0, ∀x ∈ D(F).

A survey on the variational inequality problem in finite-dimensional spaces was done by
Harker and Pang [6]. In [6], the reader will find motivations, examples, results, and a vast
bibliography. Various iterative methods have been suggested and proposed for solving var-
iational inequalities. In particular, the projection method and its variant forms have widely
been studied and applied to solving variational inequalities and various generalizations of
variational inequalities; see for example [18–20].

Let A be an operator with domain and range denoted by D(A) and R(A), respectively. In
what follows, we recall some concepts which will be used in the sequel.

Definition 1.1 [3] Let A : D(A) ⊆ H → H be a mapping.

(i) A is called monotone if

〈Ax − Ay, x − y〉 ≥ 0, ∀x, y ∈ D(A);
(ii) A is called maximal monotone if it is monotone and R(I + r A) = H for each r > 0,

where I is the identity mapping on H and R(I + r A) denotes the range of (I + r A);
(iii) A is said to satisfy the range condition if cl(D(A)) ⊆ R(I + r A) for each r > 0

where cl(D(A)) denotes the closure of the set D(A);
(iv) A is called uniformly monotone if there exists a strictly increasing function φ :

[0,∞) → [0,∞) with φ(0) = 0 such that

〈Ax − Ay, x − y〉 ≥ φ(‖x − y‖).
The notion of monotone operators was introduced independently by Zarantonello [17]

and Minty [9]. In Definition 1.1 (iv), if φ(t) = tψ(t) for ψ : [0,∞) → [0,∞) with
ψ(0) = 0, ψ strictly increasing, then A is called ψ-strongly monotone; if there exists k > 0
such thatφ(t) = kt2, then A is called strongly monotone. We have the following implications:

strong monotonicity ⇒ ψ − strong monotonicity ⇒ uniform monotonicity

⇒ monotonicity.

It is well known that interest in monotone mappings stems mainly from their firm con-
nection with equations of evolution. Several problems that arise in differential equations, for
instance, elliptic boundary value problems whose linear parts possess Green’s function, can
be put in operator form as

u + K Fu = 0, (1.1)

where K and F are monotone operators (see [4] for more details).
Recently, Chidume and Zegeye [4] introduced a method that contains an auxiliary oper-

ator, defined in an appropriate real Banach space in terms of K and F which under certain
conditions, isψ-strongly monotone whenever K and F areψ-strongly monotone and whose
zeros are solutions of Eq. 1.1. Further, Chidume and Zegeye [3] employed this method to
obtain an auxiliary operator that is monotone whenever K and F ψ-strongly monotone and
to construct an iterative procedure that converges strongly to the solution of Eq. 1.1.

On the other hand, we first recall the concept of pseudomonotonicity. A mapping A :
D(A) ⊆ H → H is called pseudomonotone if for each x, y ∈ D(A) there holds

〈Ax, y − x〉 ≥ 0 ⇒ 〈Ay, y − x〉 ≥ 0.
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Pseudomonotonicity is understood here in the sense of Karamardian [8] and not in the sense
of Brézis [1]. The latter concerns some topological properties on the operator. A mapping
A : D(A) ⊆ H → H is strongly pseudomonotone [7] if there exists a constant κ > 0 such
that for each x, y ∈ D(A) there holds

〈Ax, y − x〉 ≥ 0 ⇒ 〈Ay, y − x〉 ≥ κ‖y − x‖2.

We illustrate hereafter the relationships (see [16,13]) between the monotonicity assump-
tion and some generalized monotonicity assumptions:

strong monotonicity ⇒ monotonicity
⇓ ⇓

strong pseudomonotonicity ⇒ pseudomonotonicity

Let H be a real Hilbert space and let F : D(F) ⊆ H → H , K : D(K ) ⊆ H → H be
non-linear mappings where D(F) and D(K ) are closed convex subsets of H . Let us consider
the following system of variational inequalities: find [u∗, v∗] ∈ D(F)× D(K ) such that{ 〈Fu∗ − v∗, x − u∗〉 ≥ 0, x ∈ D(F),

〈Kv∗ + u∗, y − v∗〉 ≥ 0, y ∈ D(K ).
(1.2)

We define the set of all solutions of system (1.2) by

� := {[u∗, v∗] ∈ D(F)× D(K ) : [u∗, v∗] satisfies system (1.2)}
The following is elementary.

Proposition 1.1 [3] Let H be a real Hilbert space. Let E := H × H with norm

‖z‖E := (‖u‖2
H + ‖v‖2

H )
1/2, where z = [u, v].

Then E is a real Hilbert space and for w1 = [u1, v1], w2 = [u2, v2] ∈ E we have that
〈w1, w2〉 = 〈u1, u2〉 + 〈v1, v2〉.

In the sequel we shall need the following results.

Lemma 1.1 [15] Let {βn}∞n=0 be a sequence of non-negative real numbers with

βn+1 ≤ (1 − δn)βn + σn, n = 0, 1, 2, . . . ,

where δn ∈ [0, 1], ∑∞
n=0 δn = ∞ and σn = o(δn). Then limn→∞ βn = 0.

Theorem SR [12] Let H be a real Hilbert space. Let A ⊂ H × H be monotone with
cl(D(A)), the closure of D(A), convex and suppose that A satisfies the range condition:
cl(D(A) ⊂ R(I + r A),∀r > 0. Let Jt x := (I + t A)−1x, t > 0 be the resolvent of A and
assume that A−1(0) is nonempty. Then for each x ∈ H , limt→∞ Jt x = PK x ∈ A−1(0)
where PK is the metric projection from cl(D(A)) onto A−1(0).

Theorem TZ [14] Let H be a Hilbert space and let A : D(A) ⊆ H → H be a maximal
monotone mapping. Suppose that for some x0 ∈ D(A) and r > 0 we have ‖Ax0‖ < r ≤
lim infx∈D(A),‖x‖→∞ ‖Ax‖. Then Br (0) = {x ∈ E : ‖x‖ < r} ⊆ R(A).
Theorem CZ [2] Suppose K is a closed convex subset of a Hilbert space H . Suppose
A : K → H is a bounded uniformly monotone map and that the equation Ax = 0 has a
solution. For arbitrary x1 ∈ K , define the sequence {xn} iteratively by

xn+1 := PK (xn − αn Axn), n ≥ 1, (1.3)
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where limn→∞ αn = 0 and
∑∞

n=1 αn = ∞. Then there exists a constant d0 > 0 such that if
0 < αn ≤ d0, then {xn} converges strongly to the unique solution of Ax = 0.

We remark that Theorems SR, TZ and CZ are, respectively, special cases of theorems
proved in more general Banach spaces in Reich [12] (Theorem 1, Remarks 1 and 2), Takah-
ashi and Zhang [14] and Chidume and Zegeye [2] (Theorem 3.8).

Lemma 1.2 [[3] Lemma 3.1]. Let H be a real Hilbert space. Let F : D(F) ⊆ H → H ,
K : D(K ) ⊆ H → H be monotone mappings. Let E := H × H with norm ‖z‖2

E =
‖u‖2

H + ‖v‖2
H for z := [u, v] ∈ E . Define a mapping T : D(F) × D(K ) → E by

T z = T [u, v] := [Fu − v, u + Kv]. Then for each z1, z2 ∈ D(F)× D(K ) we have that

〈T z1 − T z2, z1 − z2〉 ≥ 0,

i.e., T is monotone. Moreover, if F and K are bounded, then T is bounded.
We remark that the method of proof of Lemma 3.1 [3] also yields that if F and K are

uniformly monotone, then T is uniformly monotone with φ := min{φ1, φ2} where φ1 and
φ2 are the strictly increasing functions corresponding to F and K , respectively.

Lemma 1.3 [11] Let {an}∞n=0, {bn}∞n=0 and {δn}∞n=0 be sequences of nonnegative real num-
bers satisfying the inequality

an+1 ≤ (1 + δn)an + bn, n ≥ 0.

If
∑∞

n=0 δn < ∞ and
∑∞

n=0 bn < ∞, then limn→∞ an exists. If in addition {an}∞n=0 has a
subsequence which converges strongly to zero, then limn→∞ an = 0.

We shall need the following concept in the sequel.

Definition 1.2 [3] Let D1 and D2 be subsets of a real Hilbert space H . Let F : D1 → H
and K : D2 → H be monotone mappings. Then D1 and D2 are said to satisfy property (P)
if D1 ⊆ (I + r F)(D1)− D2 and D2 ⊆ (I + r K )(D2)+ D1 for each r > 0.

Remark 1.1 If F and K satisfy the range condition and if D(F) and D(K ) contain the origin,
then condition (P) is satisfied. Moreover, if D(F) = D(K ) = H and if K , F satisfy the
range condition, then condition (P) is clearly satisfied.

In 2004, Chidume and Zegeye [3] established the following important result on the iterative
approximation of solutions to equation (1.1).

Theorem 1.1 [3] Let H be a real Hilbert space. Let F : D(F) ⊆ H → H , K : D(K ) ⊆
H → H be bounded monotone mappings with R(F) ⊆ D(K ) where D(F) and D(K ) are
closed convex subsets of H satisfying property (P). Suppose that the equation 0 = u + K Fu
has a solution in D(F). Let {λn} and {θn} be real sequences in (0, 1] satisfying the following
conditions:

(i) limn→∞ θn = 0;
(ii)

∑∞
n=1 λnθn = ∞, limn→∞ λn/θn = 0;

(iii) limn→∞( θn−1
θn

− 1)/(λnθn) = 0. Let sequences {un} ⊆ D(F) and {vn} ⊆ D(K ) be
generated from u0 ∈ D(F) and v0 ∈ D(K ), respectively, by

un+1 = PD(F)(un − λn(Fun − vn + θn(un − w1))),

vn+1 = PD(K )(vn − λn(Kvn + un + θn(vn − w2))),
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where w1 ∈ D(F), w2 ∈ D(K ) are arbitrary but fixed. Then there exists d > 0 such that
if λn ≤ d and λn/θn ≤ d2 for all n ≥ 0, the sequences {un} and {vn} converge strongly
to u∗ and v∗, respectively, in H , where u∗ is a solution of the equation 0 = u + K Fu and
v∗ = Fu∗.

2 Main results

Let H be a real Hilbert space with norm ‖ · ‖ and inner product 〈·, ·〉, respectively. Following
Lemma 1.2, we let E := H × H be endowed with norm ‖z‖2

E = ‖u‖2
H + ‖v‖2

H for z =
[u, v] ∈ E . Moreover, we define an auxiliary operator T : D(T ) = D(F)× D(K ) → E by

T z = T [u, v] := [Fu − v, u + Kv], ∀z = [u, v] ∈ D(F)× D(K ).

Theorem 2.1 Let H be a real Hilbert space. Let F : D(F) ⊆ H → H , K : D(K ) ⊆ H →
H be bounded continuous mappings such that T : D(T ) → E is pseudomonotone where
D(F) and D(K ) are closed convex subsets of H . Suppose that � �= ∅. Let {αn}, {λn} and
{θn} be real sequences in (0, 1] satisfying the following conditions:

(i) limn→∞ θn = 0;
(ii)

∑∞
n=1 λnθn < ∞, limn→∞ λn/θn = 0;

Let sequences {un} ⊆ D(F) and {vn} ⊆ D(K ) be generated from u0 ∈ D(F) and
v0 ∈ D(K ), respectively, by{

un+1 = (1 − αn)un + αn PD(F)(un − λn(Fun − vn + θn(un − w1))),

vn+1 = (1 − αn)vn + αn PD(K )(vn − λn(Kvn + un + θn(vn − w2))),
(2.1)

where w1 ∈ D(F), w2 ∈ D(K ) are arbitrary but fixed. Then there exists d > 0 such that
whenever λn ≤ d and λn/θn ≤ d2 for all n ≥ 0, {zn} converges strongly to an element of �
if and only if lim infn→∞ d(zn,�) = 0, where zn = [un, vn],∀n ≥ 0 and d(x,C) denotes
the distance of x to the set C in H .

Proof Recall that there holds the following equality

‖λz1 + (1 − λ)z2‖2 = λ‖z1‖2 + (1 − λ)‖z2‖2 − λ(1 − λ)‖z1 − z2‖2

for all z1, z2 ∈ H and 0 ≤ λ ≤ 1.
“Necessity.” Suppose {zn} converges strongly to an element z∗ = [u∗, v∗] of�. Then we

derive

d(zn,�) ≤ d(zn, z∗) = ‖zn − z∗‖ → 0, as n → ∞.

Hence,

lim inf
n→∞ d(zn,�) = 0.

“Sufficiency.” Suppose lim infn→∞ d(zn,�) = 0. We divide the remainder of the proof
into several steps below.

Step 1. We claim that the sequences {un} and {vn} conforming to (2.1) are well defined.
Indeed for initial point z0 := [u0, v0], define the sequence {zn} by

zn+1 := (1 − αn)zn + αn PD(F)×D(K )(zn − λn(T zn + θn(zn − w))), (2.2)
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for arbitrary but fixed w = [w1, w2]. One can show that zn+1 = [un+1, vn+1]. In fact, it
suffices to show that PD(F)×D(K )[u, v] = [PD(F)u, PD(K )v]. Observe that

‖PD(F)×D(K )[u, v] − [u, v]‖2
E = min[x,y]∈D(F)×D(K )

‖[u, v] − [x, y]‖2
E

= min[x,y]∈D(F)×D(K )
{‖u − x‖2

H + ‖v − y‖2
H }

= ‖PD(F)u − u‖2
H + ‖PD(K )v − v‖2

H= ‖[PD(F)u − u, PD(K )v − v]‖2
E= ‖[PD(F)u, PD(K )v] − [u, v]‖2
E

(2.3)

(equality (2.3) follows since ‖ · ‖2 is a continuous and convex function). This implies that
‖PD(F)×D(K )[u, v] − [u, v]‖ = ‖[PD(F)u, PD(K )v] − [u, v]‖. Then by the uniqueness of
the projection we deduce that PD(F)×D(K )[u, v] = [PD(F)u, PD(K )v]. Consequently, (2.1)
is equivalent to (2.2). Hence this shows that the sequences {un} and {vn} are well defined.

Step 2. We claim that the sequence {zn} is bounded. Indeed, let z∗ = [u∗, v∗] be a solution
of system (1.2). Then we have that{ 〈Fu∗ − v∗, u − u∗〉 ≥ 0, u ∈ D(F),

〈Kv∗ + u∗, v − v∗〉 ≥ 0, v ∈ D(K ),

which implies that

〈T z∗, z − z∗〉 ≥ 0, ∀z = [u, v] ∈ D(T ).

Since T : D(T ) → E is pseudomonotone, we obtain that

〈T z, z − z∗〉 ≥ 0, ∀z = [u, v] ∈ D(T ).

Let r > 1 be sufficiently large such that z0 ∈ Br (z∗) and w ∈ B r
2
(z∗). Set

M := [2r + sup{‖T zn‖ : zn ∈ Br (z∗)}]2.

In order to prove the boundedness of {zn}, it suffices to show that {zn} is a sequence in
B = Br (z∗). We do this by induction. Note that z0 ∈ B by assumption. Hence we may
assume zn ∈ B. In order to prove that zn+1 ∈ B, suppose to the contrary zn+1 is not in B.
Then ‖zn+1 − z∗‖ > r and thus from (2.2) we have that

‖zn+1 − z∗‖ ≤ (1 − αn)‖zn − z∗‖
+ αn‖PD(F)×D(K )(zn − λn(T zn + θn(zn − w)))− z∗‖

≤ (1 − αn)‖zn − z∗‖
+ αn‖zn − λn(T zn + θn(zn − w))− z∗‖

≤ ‖zn − z∗‖ + αnλn‖T zn‖ + αnλnθn‖zn − w‖
≤ r + √

M .

Moreover, from (2.2) and the fact that θn ≤ 1, we get that

‖zn+1 − z∗‖2 ≤ (1 − αn)‖zn − z∗‖2

+ αn‖zn − z∗ − λn(T zn + θn(zn − w))‖2

≤ (1 − αn)‖zn − z∗‖2 + αn[‖zn − z∗‖2

− 2λn〈T zn, zn − z∗〉 − 2λnθn〈zn − w, zn − z∗〉
+ λ2

n‖T zn + θn(zn − w)‖2]
≤ ‖zn − z∗‖2 − 2αnλn〈T zn, zn − z∗〉

− 2αnλnθn〈zn − w, zn − z∗〉
+ αnλ

2
n[‖T zn‖ + θn‖zn − w‖]2

≤ ‖zn − z∗‖2 − 2αnλnθn〈zn − w, zn − z∗〉 + αnλ
2
n M.

(2.4)
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Let κ > 0 be sufficiently small such that κ ≤ r2

4

( √
2

(1+√
2)

√
M

)2
and let d := √

κ . Then since

‖zn+1 − z∗‖ > ‖zn − z∗‖ by our assumption, from (2.4) we conclude that

2αnλnθn〈zn − w, zn − z∗〉 ≤ αnλ
2
n M,

and hence

〈zn − w, zn − z∗〉 ≤ λn M

2θn
≤ M

2
κ,

(since λn
θn

≤ κ = d2,∀n ≥ 0 by our assumption). Now adding 〈w − z∗, zn − z∗〉 to both
sides of this inequality we get that

‖zn − z∗‖2 ≤ M
2 κ + 〈w − z∗, zn − z∗〉

≤ M
2 κ + ‖w − z∗‖‖zn − z∗‖

≤ M
2 κ + r

2‖zn − z∗‖.

Solving this quadratic inequality for ‖zn − z∗‖ and using the estimate

√
r2

16
+ M

2
κ ≤ r

4
+

√
M

2
κ,

we obtain that

‖zn − z∗‖ ≤ r

2
+

√
M

2
κ.

But in any case,

‖zn+1 − z∗‖ ≤ (1 − αn)‖zn − z∗‖
+ αn‖zn − z∗ − λn(T zn + θn(zn − w))‖

≤ ‖zn − z∗‖ + αnλn‖T zn + θn(zn − w)‖
≤ ‖zn − z∗‖ + λn(‖T zn‖ + θn‖zn − w‖)
≤ r

2 +
√

M
2 κ + λn

√
M

≤ r
2 + 1+√

2√
2

√
κM

≤ r
2 + 1+√

2√
2

· r
2

√
2

(1+√
2)

√
M

· √
M

= r
2 + r

2 = r,

by the original choices of κ and λn , and this contradicts the assumption that zn+1 is not in B.
Consequently, zn+1 ∈ B and hence {zn} lies in B. This shows that {zn} is bounded.
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Step 3. We claim that limn→∞ d(zn,�) = 0. Indeed, let ẑ = [û, v̂] ∈ � be arbitrary but
fixed. Utilizing the same method as in the reasoning of (2.4), we deduce that

‖zn+1 − ẑ‖2 ≤ ‖zn − ẑ‖2 − 2λnαn〈T zn, zn − ẑ〉
− 2αnλnθn〈zn − w, zn − ẑ〉
+ αnλ

2
n[‖T zn‖ + θn‖zn − w‖]2

≤ ‖zn − ẑ‖2 − 2αnλnθn〈zn − w, zn − ẑ〉
+ αnλ

2
n[‖T zn‖ + θn‖zn − w‖]2

≤ ‖zn − ẑ‖2 + λnθn · 2‖zn − w‖‖zn − ẑ‖
+ λ2

n[‖T zn‖ + ‖zn − w‖]2

≤ ‖zn − ẑ‖2 + λnθn[‖zn − w‖2 + ‖zn − ẑ‖2]
+ λ2

n[‖T zn‖ + ‖zn − w‖]2

≤ (1 + λnθn)‖zn − ẑ‖2 + λnθn‖zn − w‖2

+ λ2
n[‖T zn‖ + ‖zn − w‖]2

≤ (1 + λnθn)‖zn − ẑ‖2 + (λ2
n + λnθn)[‖T zn‖ + ‖zn − w‖]2

= (1 + λnθn)‖zn − ẑ‖2 + (λ2
n + λnθn)M0,

(2.5)

where M0 := sup{[‖T zn‖ + ‖zn − w‖]2 + 1 : n ≥ 0} < ∞ (since T is bounded, and {zn}
is bounded by Step 2). Also since limn→∞ λn/θn = 0, it is clear that there exists an integer
n0 ≥ 0 such that λn < θn,∀n ≥ n0. Thus, according to the condition

∑∞
n=0 λnθn < ∞,

we conclude that
∑∞

n=0 λ
2
n < ∞, and hence

∑∞
n=0(λ

2
n + λnθn)M0 < ∞. Now, taking the

infimum over all ẑ = [û, v̂] ∈ �, we deduce from (2.5) that

[d(zn+1,�)]2 ≤ (1 + λnθn)[d(zn,�)]2 + (λ2
n + λnθn)M0. (2.6)

Consequently, limn→∞ d(zn,�) exists by Lemma 1.3. This shows that

lim
n→∞ d(zn,�) = lim inf

n→∞ d(zn,�) = 0.

Step 4. We claim that {zn} is a Cauchy sequence in D(T ). Indeed, put δn := (λ2
n +λnθn)M0

for all n ≥ 0. From (2.5) we derive for each n ≥ 0

‖zn+1 − ẑ‖2 ≤ (1 + δn)‖zn − ẑ‖2 + δn, ∀ẑ ∈ �, (2.7)

where
∑∞

n=0 δn < ∞. Now put

M̃ =
∞∏

n=0

(1 + δn),

then 1 ≤ M̃ < ∞. Since limn→∞ d(zn,�) = 0 by Step 3, for arbitrary ε > 0 there exists
an integer n1 ≥ 0 such that

d(zn,�) < ε/
√

8M̃, ∀n ≥ n1.

Furthermore,
∑∞

n=0 δn < ∞ implies that there exists an integer n2 ≥ 0 such that
∑∞

j=n2
δ j <

ε2/(8M̃),∀n ≥ n2. Choose N0 = max{n1, n2}.
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Observe that (2.7) yields

‖zn+1 − ẑ‖2 ≤ (1 + δn)(1 + δn−1)‖zn−1 − ẑ‖2 + (1 + δn)δn−1 + δn

≤
n∏

j=N0

(1 + δ j )‖zN0 − ẑ‖2 +
n−1∑
j=N0

δ j

n∏
i= j+1

(1 + δi )+ δn

≤ M̃[‖zN0 − ẑ‖2 +
n∑

j=N0

δ j ].
(2.8)

Note that d(zN0 ,�) <
ε√
8M̃

and
∑∞

j=N0
δ j <

ε2

8M̃
. Thus for all n,m ≥ N0 and all ẑ ∈ �

we have from (2.8)

‖zn − zm‖2 ≤ [‖zn − ẑ‖ + ‖zm − ẑ‖]2

≤ 2‖zn − ẑ‖2 + 2‖zm − ẑ‖2

≤ 2M̃[‖zN0 − ẑ‖2 +
n∑

j=N0

δ j ] + 2M̃[‖zN0 − ẑ‖2 +
m∑

j=N0

δ j ]

≤ 4M̃[‖zN0 − ẑ‖2 +
∞∑

j=N0

δ j ]

≤ 4M̃[‖zN0 − ẑ‖2 + ε2

8M̃
].

(2.9)

Taking the infimum over all ẑ ∈ �, we obtain

‖zn − zm‖2 ≤ 4M̃

(
[d(zN0 ,�)]2 + ε2

8M̃

)
≤ 4M̃

(
ε2

8M̃
+ ε2

8M̃

)
= ε2,

and hence ‖zn − zm‖ ≤ ε. This shows that {zn}∞n=0 is a Cauchy sequence in D(T ).

Step 5. We claim that {zn} converges strongly to an element of�. Indeed, note that {zn}∞n=0
is a Cauchy sequence in D(T ) by Step 4. Let limn→∞ zn = z̄ ∈ D(T ) (since D(T ) is
closed), where z̄ = [ū, v̄]. Since F : D(F) ⊆ H → H and K : D(K ) ⊆ H → H
are continuous mappings, it is easy to verify that � is closed. Therefore, from the fact that
limn→∞ d(zn,�) = 0, we must have that z̄ ∈ �.

Theorem 2.2 Let H be a real Hilbert space. Let F : D(F) ⊆ H → H , K : D(K ) ⊆
H → H be bounded mappings such that T : D(T ) → E is strongly pseudomonotone with
constant κ > 0 where D(F) and D(K ) are closed convex subsets of H . Suppose that� �= ∅.
Let {αn}, {λn} and {θn} be real sequences in (0, 1] satisfying the following conditions:

(i) limn→∞ θn = 0;
(ii)

∑∞
n=0 αnλn = ∞, limn→∞ λn/θn = 0;

Let sequences {un} ⊆ D(F) and {vn} ⊆ D(K ) be generated from u0 ∈ D(F) and
v0 ∈ D(K ), respectively, by{

un+1 = (1 − αn)un + αn PD(F)(un − λn(Fun − vn + θn(un − w1))),

vn+1 = (1 − αn)vn + αn PD(K )(vn − λn(Kvn + un + θn(vn − w2))),
(2.1)

where w1 ∈ D(F), w2 ∈ D(K ) are arbitrary but fixed. Then there exists d > 0 such that
whenever λn ≤ d and λn/θn ≤ d2 for all n ≥ 0, {zn} converges strongly to the unique
solution of system (1.2), where zn = [un, vn] for all n ≥ 0.
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Proof Let z̄ and ẑ be two arbitrary elements in � with z̄ = [ū, v̄] and ẑ = [û, v̂], where
ū, û ∈ D(F) and v̄, v̂ ∈ D(K ). Then z̄, ẑ ∈ D(T ). Moreover, we have{ 〈Fū − v̄, û − ū〉 ≥ 0,

〈K v̄ + ū, v̂ − v̄〉 ≥ 0,

{ 〈Fû − v̂, ū − û〉 ≥ 0,
〈K v̂ + û, v̄ − v̂〉 ≥ 0.

Consequently, we obtain

〈T z̄, ẑ − z̄〉 ≥ 0, (2.10)

〈T ẑ, z̄ − ẑ〉 ≥ 0. (2.11)

Since T is strongly pseudomonotone with constant κ > 0, hence from (2.10) and (2.11) it
follows that

0 ≥ 〈T ẑ, ẑ − z̄〉〉 ≥ κ‖ẑ − z̄‖2.

Thus ẑ = z̄. This implies that � is a singleton. Let � = {ẑ}.
Next, we divide the remainder of the proof into several steps.

Step 1. As in Step 1 of the proof of Theorem 2.1, we can prove that the sequences {un} and
{vn} conforming to (2.1) are well defined.

Step 2. As in Step 2 of the proof of Theorem 2.1, we can prove that the sequence {zn} is
bounded.

Step 3. We claim that the sequence {zn} converges strongly to the unique solution ẑ of system
(1.2). Indeed, utilizing the same method as in the reasoning of (2.4), we deduce that

‖zn+1 − ẑ‖2 ≤ ‖zn − ẑ‖2 − 2αnλn〈T zn, zn − ẑ〉
− 2αnλnθn〈zn − w, zn − ẑ〉
+ αnλ

2
n[‖T zn‖ + θn‖zn − w‖]2

≤ (1 − 2καnλn)‖zn − ẑ‖2 − 2αnλnθn〈zn − w, zn − ẑ〉
+ αnλ

2
n[‖T zn‖ + ‖zn − w‖]2

≤ (1 − 2καnλn)‖zn − ẑ‖2 + 2αnλnθn‖zn − w‖‖zn − ẑ‖
+ αnλ

2
n[‖T zn‖ + ‖zn − w‖]2

≤ (1 − 2καnλn)‖zn − ẑ‖2 + αnλnθn M̂ + αnλ
2
n M̂,

(2.12)

for some constant M̂ > 0 (since {zn} and {T zn} are bounded). Since
∑∞

n=0 2καnλn = ∞,
and

lim
n→∞

αnλnθn M̂ + αnλ
2
n M̂

2καnλn
= lim

n→∞
M̂

2κ
(θn + λn) = 0.

Thus, by Lemma 1.1 we know that {zn} converges strongly to the unique solution ẑ of sys-
tem (1.2). ��
Theorem 2.3 Let H be a real Hilbert space. Let F : D(F) ⊆ H → H , K : D(K ) ⊆
H → H be bounded monotone mappings with R(F) ⊆ D(K ), where D(F) and D(K ) are
closed convex subsets of H satisfying property (P). Suppose that N (T ) := {z∗ ∈ D(T ) :
T z∗ = 0} �= ∅. Let {αn}, {λn} and {θn} be real sequences in (0, 1] satisfying the following
conditions:
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(i) limn→∞ θn = 0;
(ii)

∑∞
n=0 αnλnθn = ∞, limn→∞ λn/θn = 0;

(iii) limn→∞
(
θn−1
θn

−1)
αnλnθn

= 0.

Let sequences {un} ⊆ D(F) and {vn} ⊆ D(K ) be generated from u0 ∈ D(F) and
v0 ∈ D(K ), respectively, by{

un+1 = (1 − αn)un + αn PD(F)(un − λn(Fun − vn + θn(un − w1))),

vn+1 = (1 − αn)vn + αn PD(K )(vn − λn(Kvn + un + θn(vn − w2))),
(2.1)

where w1 ∈ D(F), w2 ∈ D(K ) are arbitrary but fixed. Then there exists d > 0 such that
whenever λn ≤ d and λn/θn ≤ d2 for all n ≥ 0, {zn} converges strongly to an element
z∗ = [u∗, v∗] of � with T z∗ = 0, where zn = [un, vn] for all n ≥ 0.

Proof Since K and F are bounded monotone mappings, we have by Lemma 1.2 that T is a
bounded monotone mapping. Moreover, since D(F) and D(K ) satisfy property (P), we have
that T satisfies the range condition. Furthermore, we observe that if z∗ = [u∗, v∗] ∈ N (T )
then z∗ ∈ �, i.e., � �= ∅ and that the monotonicity of T implies the pseudomonotonicity
of T .

Next, we divide the remainder of the proof into several steps.

Step 1. As in Step 1 of the proof of Theorem 2.1, we can prove that the sequences {un} and
{vn} conforming to (2.1) are well defined.

Step 2. As in Step 2 of the proof of Theorem 2.1, we can prove that the sequence {zn} is
bounded.

Step 3. We claim that {zn} converges strongly to an element z∗ = [u∗, v∗] of�with T z∗ = 0.
Indeed, since T satisfies the range condition, so does θ−1T for θ > 0. Thus for each n ≥ 0
there exists a unique yn ∈ D(T ) such that

yn = (I + 1

θn
T )−1(w). (2.13)

This together with (2.2), yields that

‖zn+1 − yn‖2

≤ (1 − αn)‖zn − yn‖2 + αn‖zn − yn − λn(T zn + θn(zn − w))‖2

= (1 − αn)‖zn − yn‖2 + αn[‖zn − yn‖2 − 2λn〈T zn + θn(zn − w), zn − yn〉
+ λ2

n‖T zn + θn(zn − w)‖2]
≤ (1 − 2αnλnθn)‖zn − yn‖2 − 2αnλn〈T zn + θn(yn − w), zn − yn〉

+ αnλ
2
n‖T zn + θn(zn − w)‖2.

(2.14)

Moreover, since from (2.13) we have that θn(w− yn) = T yn , we obtain that 〈T zn + θn(yn −
w), zn − yn〉 ≥ 0. Furthermore, {zn} and hence {T zn} are bounded. The sequence {yn} is
also bounded, because it is convergent by Theorem SR. Thus, there exists M1 > 0 such that
‖T zn + θn(zn − w)‖2 ≤ M1. Therefore, inequality (2.14) gives

‖zn+1 − yn‖2 ≤ (1 − 2αnλnθn)‖zn − yn‖2 + M1αnλ
2
n . (2.15)

On the other hand, by the monotonicity of T we have that

‖yn−1 − yn‖ ≤ ‖yn−1 − yn + 1
θn
(T yn−1 − T yn)‖

≤ θn−1−θn
θn

(‖yn−1‖ + ‖w‖) = (
θn−1
θn

− 1)(‖yn−1‖ + ‖w‖).
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Therefore, this estimate together with (2.15) yields that

‖zn+1 − yn‖2 ≤ (1 − 2αnλnθn)‖zn − yn−1‖2 + M2

(
θn−1

θn
− 1

)
+ M2αnλ

2
n,

for some constant M2 > 0. Thus by Lemma 1.1, zn+1 − yn → 0. Hence, since by Theorem
SR, yn → z∗ = [u∗, v∗] ∈ N (T ), we have zn → z∗. ��

Theorem 2.4 Let H be a real Hilbert space. Let F, K : H → H be bounded monotone
mappings. Suppose there exist u0, v0 ∈ H such that

‖F(u0)− v0‖2 + ‖Kv0 + u0‖2 < r ≤ lim inf
u,v∈H,‖u‖,‖v‖→∞(‖Fu − v‖2 + ‖Kv + u‖2),

for some r > 0. Let {αn}, {λn} and {θn} be real sequences in (0, 1] satisfying the following
conditions:

(i) limn→∞ θn = 0;
(ii)

∑∞
n=0 αnλnθn = ∞, limn→∞ λn/θn = 0;

(iii) limn→∞
(
θn−1
θn

−1)
αnλnθn

= 0.

Let u0, v0 ∈ H be arbitrary, and let sequences {un} and {vn} be generated from u0 and v0,
respectively, by

{
un+1 = un − αnλn(Fun − vn + θn(un − w1)),

vn+1 = vn − αnλn(Kvn + un + θn(vn − w2)),
(2.16)

where w ∈ H . Then there exists d > 0 such that whenever λn ≤ d and λn/θn ≤ d2 for
all n ≥ 0, {zn} converges strongly to an element z∗ = [u∗, v∗] of � with T z∗ = 0, where
zn = [un, vn] for all n ≥ 0.

Proof Since F and K are bounded continuous monotone mappings, it is known that T :
E → E defined by T z = T [u, v] := [Fu − v, u + Kv] is also a bounded continuous
monotone mapping and hence by Theorem 2 of [10], T satisfies the range condition. Clearly,
T is maximal monotone. Moreover, for z0 = [u0, v0] ∈ E ,

‖T (z0)‖ = ‖T [u0, v0]‖ = (‖F(u0)− v0‖2 + ‖Kv0 + u0‖2)1/2 < r1/2

≤ lim inf
u,v∈H,‖u‖,‖v‖→∞(‖Fu − v‖2 + ‖Kv + u‖2)1/2

= lim inf‖z‖→∞ ‖T z‖.

Thus by Theorem TZ we have that N (T ) �= ∅ and hence by Theorem 2.3 we obtain that
zn = [un, vn] → z∗ = [u∗, v∗] ∈ N (T ), i.e., an element of �.

Theorem 2.5 Let H be a real Hilbert space. Let F : D(F) ⊆ H → H , K : D(K ) ⊆ H →
H be bounded uniformly monotone mappings with R(F) ⊆ D(K ), where D(F) and D(K )
are closed convex subsets of H . Suppose that N (T ) := {z∗ ∈ D(T ) : T z∗ = 0} �= ∅. Let
{αn} and {λn} be real sequences in (0, 1] satisfying the following conditions:

(i) limn→∞ λn = 0;
(ii)

∑∞
n=0 αnλn = ∞;

(iii)
∑∞

n=0 αnλ
2
n < ∞.
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Let sequences {un} ⊆ D(F) and {vn} ⊆ D(K ) be generated from u0 ∈ D(F) and
v0 ∈ D(K ), respectively, by{

un+1 = (1 − αn)un + αn PD(F)(un − λn(Fun − vn)),

vn+1 = (1 − αn)vn + αn PD(K )(vn − λn(Kvn + un)).
(2.17)

Then there exists d > 0 such that whenever λn ≤ d for all n ≥ 0, the sequence {zn} converges
strongly to an element ẑ = [û, v̂] of � with N (T ) = {ẑ} where zn = [un, vn] for all n ≥ 0.

Proof Since F and K are bounded uniformly monotone mappings, it is known that T is a
bounded uniformly monotone mapping, that is, for each z1, z2 ∈ D(T ) there exists a strictly
increasing function φ : [0,∞) → [0,∞) with φ(0) = 0 such that

〈T z1 − T z2, z1 − z2〉 ≥ φ(‖z1 − z2‖).
Thus it is obvious that T is pseudomonotone. Also since N (T ) �= ∅, we get that � �= ∅.
Next we divide the remainder of the proof into several steps.

Step 1. We claim that the sequences {un} and {vn} conforming to (2.1) are well defined.
Indeed, for initial point z0 := [u0, v0], define the sequence {zn} by

zn+1 := (1 − αn)zn + αn PD(F)×D(K )(zn − λnT zn). (2.18)

As in Step 1 of the proof of Theorem 2.1, we can prove that the sequences {un} and {vn}
conforming to (2.17) are well defined.

Step 2. As in Step 2 of the proof of Theorem 2.1, we can prove that the sequence {zn} is
bounded.

Step 3. We claim that the sequence {zn} converges strongly to an element ẑ = [û, v̂] of �
with N (T ) = {ẑ}. Indeed, let ẑ = [û, v̂] ∈ N (T ) be arbitrary but fixed. utilizing the same
method as in the reasoning of (2.4) and noticing that T ẑ = 0, we deduce that

‖zn+1 − ẑ‖2 ≤ ‖zn − ẑ‖2 − 2αnλn〈T zn, zn − ẑ〉 + αnλ
2
n‖T zn‖2

≤ ‖zn − ẑ‖2 − 2αnλnφ(‖zn − ẑ‖)+ αnλ
2
n‖T zn‖2

≤ (1 − 2αnλnσ(zn, ẑ))‖zn − ẑ‖2 + αnλ
2
n M∗

(2.19)

for some constant M∗ > 0 (since {zn} and {T zn} are bounded), where

σ(zn, ẑ) = φ(‖zn − ẑ‖)
1 + φ(‖zn − ẑ‖)+ ‖zn − ẑ‖2 .

Then it follows from (2.19) that

‖zn+1 − ẑ‖2 ≤ ‖zn − ẑ‖2 + αnλ
2
n M∗. (2.20)

Now, put δn = 0 and bn = αnλ
2
n M∗ for all n ≥ 0. Then (2.20) can be rewritten as

‖zn+1 − ẑ‖2 ≤ (1 + δn)‖zn − ẑ‖2 + bn .

Since
∑∞

n=0 δn < ∞ and
∑∞

n=0 bn < ∞, by Lemma 1.3 we know that limn→∞ ‖zn − ẑ‖
exists. Suppose limn→∞ ‖zn − ẑ‖ = δ ≥ 0. We can prove that δ = 0. Suppose on the
contrary, δ > 0. Let N0 ≥ 0 be an integer such that ‖zn − ẑ‖ ≥ δ

2 ,∀n ≥ N0. Then

φ(‖zn − ẑ‖) ≥ φ

(
δ

2

)
> 0, ∀n ≥ N0.
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Since ‖zn − ẑ‖ ≤ D,∀n ≥ 0 for some D ≥ 0, from (2.19) we obtain that

2αnλn
φ( δ2 )(

δ
2 )

2

1+φ(D)+D2 ≤ 2αnλnσ(zn, ẑ)‖zn − ẑ‖2

≤ ‖zn − ẑ‖2 − ‖zn+1 − ẑ‖2 + αnλ
2
n M∗

(2.21)

for all n ≥ N0. Since
∑∞

n=0 αnλ
2
n < ∞, from (2.21) we derive

∑∞
n=0 αnλn < ∞, which

contradicts the condition
∑∞

n=0 αnλn = ∞. Thus, δ = 0. This implies that {zn} converges
strongly to ẑ. According to the uniqueness of the limit, N (T ) is a singleton.

Acknowledgements The authors would like to express their sincere appreciation to the referees for their
valuable comments and suggestions which improved the original manuscript much. This research was partially
supported by the Teaching and Research Award Fund for Outstanding Young Teachers in Higher Education
Institutions of MOE, China and the Dawn Program Foundation in Shanghai. This research was partially
supported by a grant from the National Science Council.

References

1. Brézis, H.: Equations et inequations nonlineaires dans les espaces vectoriels en dualite. Annales de
l’Institut Fourier 18, 115–175 (1968)

2. Chidume, C.E., Zegeye, H.: Approximation methods for nonlinear operator equations. Proc. Am. Math.
Soc. 131, 2467–2478 (2003)

3. Chidume, C.E., Zegeye, H.: Approximation of solutions of nonlinear equations of Hammerstein type
in Hilbert space. Proc. Am. Math. Soc. 133, 851–858 (2004)

4. Chidume, C.E., Zegeye, H.: Iterative approximation of solutions of nonlinear equations of Hammerstein
type. Abst. Appl. Anal. 6, 353–365 (2003)

5. Chidume, C.E., Zegeye, H., Aneke, S.J.: Approximation of fixed points of weakly contractive non-self
maps in Banach spaces. J. Math. Anal. Appl. 270, 189–199 (2002)

6. Harker, P.T., Pang, J.S.: Finite-dimensional variational inequality and nonlinear complementarity prob-
lems: a survey of theory, algorithms, and applications. Math. Prog. Series B. 48, 161–220 (1990)

7. Karamardian, S., Schaible, S.: Seven kinds of monotone maps. J. Optim. Theory Appl. 66, 37–47 (1990)
8. Karamardian, S.: Complementarity problems over cones with monotone and pseudomonotone maps. J.

Optim. Theory Appl. 18, 445–455 (1976)
9. Minty, G.J.: Monotone (nonlinear) operators in Hilbert spaces. Duke Math. J. 29, 341–346 (1962)

10. Morales, C.H.: Surjectivity theorems for multi-valued mappings of accretive type. Commentationes
Mathematicae Universitatis Carolinae 26, 397–413 (1985)

11. Osilike, M.O., Aniagbosor, S.C., Akuchu, B.G.: Fixed points of asymptotically demicontractive map-
pings in arbitrary Banach spaces. PanAm. Math. J. 12, 77–88 (2002)

12. Reich, S.: Strong convergence theorems for resolvents of accretive operators in Banach spaces. J. Math.
Anal. Appl. 75, 287–292 (1980)

13. Schaible, S.: Generalized monotonicity: concepts and uses. In: Giannessi, F., Maugeri, A. (eds.) var-
iational inequalities and network equilibrium problems, pp. 289–299. Plenum Publishing Corpora-
tion, New York (1995)

14. Takahashi, W., Zhang, P.J.: The closedness property and the pseudo-A-properness of accretive opera-
tors. J. Math. Anal. Appl. 132, 548–557 (1988)

15. Weng, X.: Fixed point iteration for local strictly pseudo-contractive mappings. Proc. Am. Math.
Soc. 113, 727–731 (1991)

16. Yao, J.C.: Variational inequalities with generalized monotone operators. Math. Operat. Res. 19, 691–
705 (1994)

17. Zarantonello, E.H.: Solving functional equations by contractive averaging, Mathematics Research Cen-
ter Report#160, Mathematics Research Center. University of Wisconsin, Madison (1960)

18. Zeng, L.C.: Iterative algorithms for finding approximate solutions for general strongly nonlinear vari-
ational inequalities. J. Math. Anal. Appl. 187, 352–360 (1994)

19. Zeng, L.C.: Iterative algorithms for finding approximate solutions to completely generalized strongly
nonlinear quasivariational inequalities. J. Math. Anal. Appl. 201, 180–194 (1996)

20. Zeng, L.C.: On a general projection algorithm for variational inequalities. J. Optim. Theory
Appl. 97, 229–235 (1998)

123


	Mixed projection methods for systems of variational inequalities
	Abstract
	Introductions and preliminaries
	Main results
	Acknowledgements


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


